
In Israel, a man who had been suffering from severe 
headaches for some time underwent a CT scan in 
a hospital. Immediately after the examination, the 
director of the MRI institute received an urgent 
alert from a new AI-based app on his smartphone. 
This indicated that the patient was suffering from a 
brain hemorrhage and contained the results of the 
CT scan as well as the patient's medical and person-
al data. The doctor immediately called the patient, 
who was fortunately still nearby and asked him to 
come to the hospital immediately. 

Further imaging examinations confirmed that the 
man was indeed suffering from a brain hemorrhage. 
The following day, a life-saving operation was per-
formed, during which a blood clot on his brain was 
also removed. The patient was discharged safely 
two days after the operation. This example of the 
benefits of AI in medicine is just one of many.1

However, the use of artificial intelligence in med-
icine is not uncontroversial and harbors risks. Re-
gardless of whether resentment stems from existing 
problems, one's own imagination, or the fear of be-
ing replaced by the machine, trust in the use of AI 
is required on the part of both practitioners and 
patients.2 The Policy Briefing of the German Israeli 

Health Forum for Artificial Intelligence (GIHF-AI) on 
"Trustworthy use of artificial intelligence in health-
care"3  already deals with this aspect. The definition 
of trust provided there, in particular the testing and 
regulation or certification of AI, also serves as a ba-
sic definition for this policy paper: "Trust denotes a 
specific relationship quality between a trust giver 
and a trust object".4  

The trustworthiness of an AI is essential for its 
acceptance by the population and its use in the 
European Union (EU). Therefore, any AI used in 
the EU should be subject to Europe-wide legal 
regulations such as the EU AI Act. From an ethical 
perspective, the reference to European fundamen-
tal values is important, as the use of AI must not 
harm these fundamental values.5 Trust is created 
through transparency and guidelines that both us-
ers and developers can refer to. 

EU Ethics Guidelines for Trustworthy Artificial 
Intelligence

In line with this starting position, the EU High-Lev-
el Expert Group on AI (AI HLEG) proposes the four 
ethical principles of respect for human autonomy, 
prevention of harm, fairness, and explicability in 
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its guidelines on trustworthy AI.6 

The AI HLEG derives seven requirements from these 
four principles:  

■ Human agency and oversight 
■ Technical robustness and safety 
■ Privacy and data governance
■ Transparency
■ Diversity, non-discrimination and fairness 
■ Societal and environmental well-being 
■ Accountability.7

With its guidelines, the AI HLEG provides a general 
approach to the ethical assessment of AI that can 
be applied to any field of application of AI and also 
serves as a basis for work on specific certification 
catalogs (e.g. the Guideline for Designing Trust-
worthy Artificial Intelligence or the Whitepaper 
KI-Anwendungen systematisch prüfen und absichern 
of the Fraunhofer IAIS).8 The development of ethi-
cal guidelines and directives is about "ethical norms 
that are not necessarily legally binding yet crucial to 
ensure trustworthiness".9 

Although ethical norms can serve as a basis for the 
legal regulation of AI, their purpose goes beyond 
this, as they encourage each person to critically ex-
amine the respective specific use case for its moral 
correctness. To this end, it is necessary to place sit-
uation-specific circumstances in an overall context, 
which cannot be achieved by general legislation per 
se.10

However, the debate around the use of AI in med-
icine is not a European one, but a global one. With 
the EU AI Act, Europe is currently taking the lead in 
the regulation of AI. Companies around the world 
will have to adapt to EU regulations if they want to 
use their AI-based products in Europe. In addition, 
other legislators could use the EU's regulatory ap-
proach as a model for their own AI regulations or 
align their regulations with EU standards to enable 
international trade and cooperation. For these 
reasons, Israel is also looking to European institu-
tions11, although it has already adopted its own 
ethical guidelines in 2023.

Israel's ethical guidelines on the use of AI in 
medicine

In December 2023, the Israeli Ministry of Innova-
tion, Science, and Technology published a policy pa-
per12, in which AI principles, regulation, and ethics 
are described. Since then, this paper establishes a 
framework for adopting AI technology, which also 
serves the Israeli Ministry of Health. The most im-
portant points are listed below: 

■ Holistic approach: AI policy identifies seven main 
problems arising from the use of AI in the private 
sector: bias and discrimination, lack of transparen-
cy and human oversight, potential harms to privacy, 
the vulnerability of AI systems, safety concerns, con-
cerns about accountability, and IP-related consider-
ations.
■ Collaborative development: The AI policy was 
formulated in collaboration with various interest 
groups, including the Ministry of Innovation, Sci-
ence and Technology, the Ministry of Justice, the 
Israel Innovation Authority, the Data Protection Au-
thority, the Israeli National Cyber Directorate, the 
Israeli National Digital Agency, leading AI companies 
in Israel, and academia.
■ Policy principles: Following the OECD AI recom-
mendations, Israel's AI policy outlines common 
policy principles, and practical recommendations 
to address challenges and promote responsible AI 
innovation.
■ Concept of responsible innovation: By emphasiz-
ing the concept of "responsible innovation", AI poli-
cy aims to strike a balance between innovation and 
ethics by viewing them as synergistic rather than 
conflicting goals.13

In addition, the Ministry of Health adopted the 
Good Machine Learning Practice for Medical De-
vice Development: Guiding Principles (GMLP) from 
the FDA, MHRA, and Health Canada. The aim was 
to adapt these principles for implementation in the 
Israeli healthcare system and to develop initial guid-
ing principles:  

■ Incorporating multidisciplinary expertise through-
out the product lifecycle
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■ Using best practices of software engineering and 
information security in building the model
■ Proper representation of the target population with-
in the framework of the clinical study and data sets
■ Using independent databases to train and test the 
model
■ Using accepted and best practices for developing a 
reference data set
■ Building a model that is adapted to the latest avail-
able data and reflects the intended use of the prod-
uct
■ Focusing on the performance of the human-in-
the-loop team
■ Testing device performance under clinically rele-
vant conditions
■ Communicating essential information to users in a 
transparent and clear manner
■ Monitor the performance of embedded models 
and manage the risks associated with real-world re-
training.14 

Israel’s AI policy focuses on regulations that are 
conducive to innovation. It includes several recom-
mendations worth mentioning, such as empower-
ing sector-specific regulators, fostering internation-
al interoperability, and promoting multi-stakeholder 
cooperation. This can be explained, among other 
things, by the high-tech industry's high share of 18 
percent of gross domestic product and the great 
interest in expanding the AI research sector. At the 
same time, human rights are given a high priority, 
which is why Israel not only endorses the generally 
recognized ethical principles of AI but is also actively 
involved in setting international AI standards.15

Ethical challenges in digitalized medicine

As described in the example above, the use of AI 
in the medical context is primarily deployed as an 
element that supports humans, for example in im-
age recognition. These Clinical Decision Support 
Systems (CDSS) are already being applied in var-
ious areas such as diagnostics, therapy, and prog-
nosis.16 

Due to the diversity of the healthcare system in 
terms of actors, possible uses of AI, and levels of 

responsibility, ethical guidelines are needed that 
take these circumstances into account.17 Both the 
German Ethics Council and the Central Ethics Com-
mission (ZEKO) of the German Medical Association 
therefore address the ethical challenges of using AI 
in medicine in their statements.18 

The fundamental ethical question behind any use 
of AI is "For whom does it lead to extensions or re-
ductions in authorship?" of his or her actions. This 
means that an ethically justifiable use of AI in 
medicine can only be guaranteed if the free de-
cision-making process and free development op-
portunities of people are not restricted or jeop-
ardized. Respect for autonomy applies to both 
practitioners and patients. The autonomy of the 
latter, which is necessary for informed consent, can 
only be guaranteed if the use of a CDSS is commu-
nicated appropriately by the doctors. In turn, the 
autonomy of doctors is inadmissibly restricted if the 
"boundary between assisted decision-making and 
the assumption of the system’s decision"20 blurs.

Especially the automation bias ("the tendency of 
humans to favor suggestions from automated deci-
sion-making systems and to ignore contradictory in-
formation, even if it is correct"21) poses a risk regard-
ing this unquestioned assumption of AI-generated 
recommendations. 

Trust and responsibility

Doctors' freedom of treatment and autonomy, 
which cannot be delegated to an AI system, is closely 
linked to their professional responsibility. For exam-
ple, ZEKO believes that doctors have a micro-level 
responsibility to maintain people's trust in the med-
ical profession as well as in medical care in general. 
To this end, doctors must be able to rely on the fact 
that the AI systems they use have been developed 
and tested to the highest quality standards.

As soon as an AI system is used, the respective doc-
tors must still have the relevant technical skills and 
understand the basic functioning of the AI. This in-
cludes possible black box issues and potential biases 
in the AI training data sets. The plausibility check of 
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the results reported by the AI is essential. The re-
sponsibility for testing and certifying the AI systems 
lies at the meso level. In addition, the respective 
institution must ensure that its staff are provided 
with the necessary opportunities to acquire skills. 
At the macro level, the legislator is responsible 
for creating the necessary framework conditions, 
while medical societies should draw up appropri-
ate guidelines on the benefits of AI systems.22

For the general use of AI in medicine, the German 
Ethics Council provides corresponding recommen-
dations for action relating to certification, autho-
rization and access options, data collection and 
data sovereignty, qualification of personnel, and 
the doctor's responsibility towards the patient. In 
principle, the doctor's ultimate moral and legal 
responsibility for the diagnosis and treatment 
of the patient applies to the medical use of AI 
systems.23 Last but not least, patients' trust in the 
professional and interpersonal skills of doctors is 
important for successful treatment.

Delegation of treatment steps

The extent to which the specific use of AI in medi-
cine raises moral concerns also depends on the de-
gree to which the individual steps are delegated to 
the AI. If, for example, the AI is only used as anoth-
er tool and takes over only a part of a single action 
step in the treatment chain, there is only a minor 
replacement of the human being, which is relative-
ly unproblematic. However, it is important that the 
doctor subjects the results to a plausibility check 
and that automation bias is avoided.

More worrying is the far-reaching replacement 
of a human counterpart, as is already happening 
today in the form of apps or chatbots in the field 
of psychotherapy. The effects of this supposedly 
"direct, therapeutic relationship"24 have not yet 
been fully clarified, but it is questionable wheth-
er the relationship of trust between therapists and 
patients necessary for successful treatment can be 
established in this way.25 But even if, for example, 
chatbots only partially take over communicative 
steps in the treatment process, this could lead to 

a neglect of the emotional interpersonal relation-
ships between doctors and patients. However, if, 
for example, AI is used to speed up diagnosis and 
make treatment processes more efficient doc-
tors would ideally have more time for their pa-
tients, which could strengthen the doctor-patient 
relationship.26 The use of such chatbots can also 
be very useful in cases where people cannot get 
a place in therapy or are still waiting, as well as 
in conflict regions. German and Israeli institutions 
are currently working with such digital applications 
to help people in Ukraine and Israel.27

Another important aspect of successful treatment 
and doctor-patient relationships is the experience 
and knowledge of the medical profession. In con-
trast to the usually highly specialized AI systems, 
doctors can put the information they receive, such 
as the patient's biography or current life situation, 
into context. Comprehensive mechanization of di-
agnosis and treatment recommendations can lead 
to this knowledge being considered less valuable 
or not being acquired at all. It remains to be seen 
whether the increased use of AI systems will not 
lead to a completely new type of experiential 
knowledge, as the entire workflow will potential-
ly change.28

Summary and outlook

Both the EU guidelines and the guidelines of the 
German Ethics Council and ZEKO refer to similar et-
hical requirements. They all focus on people and 
their autonomy and all call for continuous quality 
control and the corresponding certification of the 
AI systems used. Another key aspect is the perso-
nal responsibility of humans: The AI systems used 
must not be relied on blindly. People are always 
ultimately responsible and should critically compa-
re the results of the system with their knowledge. 
This requires the appropriate technical skills to un-
derstand how an AI works and possible sources of 
error within the AI. Adequate handling of the data 
used is also necessary, whereby the framework 
conditions must be enacted by the legislator. 

Furthermore, what all guidelines have in common 
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is that they are not legally binding. This raises the 
question of the extent to which context-specific 
ethical thinking can and should be translated into 
generally binding laws. Israel's ethical guidelines 
also pave a similar path, although the issue of 
certification plays a subordinate role, and they 
tend to be more flexible and more conducive to 
innovation.

The use of AI in such sensitive areas as medicine 
poses challenges. Given the rapid developments 
in the field of AI, the fundamental question arises 
as to how awareness of the ethical challenges can 
be raised without being overtaken by technical 
developments. The embedded ethics approach 
offers one way of doing this. Here, ethicists are 
part of the development team from the very be-
ginning and are involved in the entire AI develop-

ment process.29 In this way, ethical challenges can 
be addressed during development and the AI can 
be modified accordingly. The specific form of this 
cooperation is the responsibility of the respective 
developing companies. If necessary, consideration 
should be given to the extent to which embedded 
ethics can be legally supported.

To balance the benefits of AI in medicine and the 
challenges of using the new technology, an ex-
change at the international level is necessary. 
Countries such as Israel, where the application 
is already more advanced, can use their expe-
rience to contribute to a constructive discourse. 
Regulation must identify risks and challenges, but 
not ignore the great benefits for medical care. Et-
hical use of AI also means, above all, that AI is used 
when it improves treatment.
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GIHF-AI is an initiative by ELNET in Germany, a
think tank and network organization in the con-
text of European-Israeli relations. We work in-
dependently and across party lines on the basis
of shared democratic interests and values. Bet-

ter mutual understanding is promoted through
networking and information exchange. Since its
founding in 2007, ELNET has focused its work
on the topics of foreign and security policy, an-
tisemitism, and innovation.
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